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Abstract

The recent boom in the availability and use of geolocation technologies
has created a great need to understand datasets of trajectories. Moreover, tra-
jectory data is collected in a wide range of different domains including: me-
teorology, zoology, and business. However, trajectories have several intrinsic
attributes that make them difficult to analyze. First, their time-series nature
makes applying traditional techniques challenging. Secondly, most datasets
contain trajectories of many points, making for a high-dimensional modeling
problem. Lastly, there are several competing notions of similarity/difference
in trajectories. In order to deal with these challenges, this thesis proposes
several methods using statistics and machine learning (ML) that provide a
deep understanding of trajectory datasets. In particular, this thesis brings forth
methods to perform anomaly detection, density estimation, and spatial graph-
ical models.

In general, an anomaly is an instance that is abnormal or unlikely based on
the rest of the dataset. This thesis develops a technique for detecting anoma-
lous trajectories in a dataset in an unsupervised fashion using support vector
machines (SVMs) and various spatial representations of trajectories. This the-
sis will also focus on techniques for density estimation, that is providing a like-
lihood for each trajectory in a dataset. In order to effectively perform density
estimation on trajectories, a combination of a Markovian assumption on the
independence of the next position of a trajectory given its previous positions
and kernel density estimation (KDE) is explored. Lastly, this thesis explores
spatial graphical models. Undirected graphical models detail the conditional
independence structure of a set of random variables. Given sparsity assump-
tions, this concept is used to build graphical models for indicator variables that
have spatial locations associated with them, indicating if an agent has come
near the corresponding location.

In order to effectively test the methods developed, experiments were ran
using the following two real world datasets: one dataset consists of AIS-
tracked shipping vessels in the English Channel; the other dataset contains
every Atlantic Ocean tropical storm and hurricane track from 1949 to 2011.
Overall, the methods presented were found empirically to provide a rich anal-
ysis of trajectory datasets.
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Chapter 1

Introduction

1.1 Introduction

The recent increase in location-aware devices equipped with technologies like GPS and
RFID has created a great need for the ability to analyze and model trajectory data. The
widespread use of devices equipped with such technologies has produced applications in
various domains for analyzing trajectory data. Projects involving social movement anal-
ysis and animal studies [Frank et al., 2001, CAR] that track individual agents may use
anomaly detection techniques in order to identify members of a social group with abnor-
mal travel patterns. Furthermore, projects in traffic analysis like [Gidófalvi and Pedersen,
2007] may use techniques to discover abnormal cab routes and predict route demands. In
addition, tracked locations of natural phenomena like hurricanes and tropical storms also
beg the ability to effectively model trajectories. For the purposes of this thesis, trajectories
are ordered lists of locations traveled by agents recorded at some interval. This thesis aims
to develop methods using statistics and machine learning (ML) that provide a deep under-
standing of trajectory datasets. Namely, this thesis proposes methods to perform anomaly
detection, density estimation, and spatial graphical modeling.

Trajectories have many properties that make them inherently difficult to model and
analyze. First, the time-series nature of trajectories makes applying traditional techniques
challenging. For instance, one will likely have a dataset where instances (trajectories)
are of varying dimensionality, which is somewhat uncommon in the literature. Secondly,
it is expected that datasets will contain trajectories of many points, leading to a high-
dimensional modeling problem, which makes statistical and ML techniques more difficult
(e.g. the curse of dimensionality). Lastly, there are multiple simultaneous notions of sim-
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ilarity/difference in trajectories. For example, two paths may share a very similar spatial
pattern, yet may do so at very different velocities. Hence, in order to effectively analyze
trajectories we must not only choose appropriate techniques but also appropriate represen-
tations to deal with these challenges.

One of the tasks discussed in this thesis is identifying anomalous trajectories in a
dataset. In general, an anomaly (or outlier) in a dataset is an instance that is abnormal
or unlikely based on the rest of the dataset. The exact definition of ”abnormal or unlikely”
will depend on the techniques being used. If the instances in the dataset are labeled as
{normal, abnormal} then standard supervised machine learning techniques may be used
to perform anomaly detection. This thesis will focus on the case where there are no la-
bels, for which one must rely on unsupervised machine learning techniques. Namely, a
method for preforming anomaly detection for trajectories in an unsupervised fashion us-
ing support vector machines (SVMs) and various spatial representations of trajectories is
developed. In addition, this thesis will also explore Markovian assumptions in junction
with nonparametric density estimation to find anomalies. This technique, which is further
explained below, is able to assign likelihoods to each trajectory; hence, it is useful not
only for anomaly detection, but also modeling. Both methods produced promising results.
Unlike many previous approaches that focus on outlier detection in short line segments of
an entire trajectory, the methods in this thesis will account for several such line segments.

There are numerous uses for detecting anomalous trajectories. Perhaps most obvious
of which is security: if an agent is moving in an abnormal fashion, it may be up to no
good. In addition, detecting anomalous trajectories can serve for novelty detection. This
is because as new pathways become available, any agents that take these pathways will ap-
pear anomalous. Thus, one can uncover emerging novel behavior in agents with anomaly
detection. Furthermore, trajectory outlier detection can be used to indicate malfunctioning
sensors, since faulty odometers, and other localization sensors will likely deliver abnormal
trajectories.

This thesis will also focus on techniques for modeling trajectories, that is providing
a likelihood for each trajectory in a dataset and conditional independence structure for
spatial locations that trajectories traverse–spatial graphical modeling. Given the afore-
mentioned difficulties, in order to effectively model trajectories one must make some as-
sumptions. One approach explored in this thesis is to make a Markovian assumption on the
independence of the next position of a trajectory given its previous positions. In particular,
we will assume that the next position of an agent’s trajectory is independent of all other
previous positions when given the last two positions. This will allow for the likelihood
of a trajectory to be written as a product of conditional and marginal densities of points,
which can be estimated using kernel density estimation. Also, in this thesis we explore
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spatial graphical models. Undirected graphical models give the conditional independence
structure for a set of random variables [Bishop, 2006]. This concept is used for indicator
variables that have spatial locations associated with them, indicating if an agent has come
near (or visited) the corresponding location. Methods for finding conditional independen-
cies among the location indicators given a sparsity assumption on their graphical model are
explored. The resulting conditional independencies provide a graphical model for agents’
movements across locations, i.e. a spatial graphical model. Namely, the thesis explores
using `1-regularized logistic neighborhood selection [Wainwright et al., 2007] and forest
graphical models [Chow and Liu, 1968] to model the conditional independence structure
of a set of indicators for locations (called landmarks) spread over the area enclosing the
trajectories. In other words, each trajectory is represented by indicator variables, one for
each landmark, which indicate whether the trajectory came near the corresponding land-
mark; then, methods are explored to determine the conditional independence structure of
the indicator variables. The resulting spatial graphical models were visually informative
and followed various intuitions.

One use for assigning likelihoods to trajectories is anomaly detection, as already men-
tioned. If we are able to assign each trajectories a likelihood, then it is natural to consider
the least likely to be anomalies. Other possible uses include simulation, and trajectory pre-
diction. Evaluating the conditional independence structure of landmarks serves to inform
which other spatial locations one particular landmark depends on; that is, it allows one to
know which other landmarks should be monitored in order to predict whether an agent has
visited a landmark, which would be useful for surveillance purposes.

1.2 Related Work

A major theme of the previous work in trajectory analysis focuses on short separate seg-
ments. I.e. analysis based on using a point’s position and corresponding velocity vector
or two consecutive points in a trajectory [Lee et al., 2008, Laxhammar et al., 2009, Ristic
et al., 2008].

Approaches like these are undoubtedly effective at detecting brief snapshots of anoma-
lous behavior. Notwithstanding, it is entirely possible for a trajectory to have segments that
are not anomalous when considered individually, but whose whole path traveled is. Such
is the distinction between point and group anomalies [Xiong et al., 2011]. Consider the
blue trajectory in Figure 1.1, although no segment itself of the blue trajectory is an outlier,
the circular motion of the trajectory as a whole is anomalous. In particular, we see that
trajectories that undergo an arc-like motion, as the lower half of the blue trajectory does,
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go on to the east instead of continuing in a circular motion. Moreover, we see that trajec-
tories that contain an arc-like motion as the upper half of the blue trajectory have motion
that originates from the west not from circular motion from below. Thus, in a group con-
text, where one accounts for the progression of trajectory segments, one can detect the
anomalous behavior of the entire circular path.

Figure 1.1: We see that although none of the line segments in the blue trajectory are
anomalous on their own; as a whole, their progression is anomalous.

Furthermore, as mentioned before, in order to effectively model trajectories assump-
tions must be made. This thesis will work with Markovian and sparsity assumptions.
Other approaches have made assumptions as follows: [Buchman et al., 2011] assumes
that trajectories reside in a low dimensional manifold, and [Grimson et al., 2008] assumes
that the trajectories can be modeled by ”semantic regions” discoverable using Hierarchical
Dirichlet Process-type techniques.

1.3 Notation

The methods presented in this thesis will work over a dataset, D, of trajectories: D =
{t(1), . . . , t(N)} where each trajectory t(i) is an ordered collection of ni 2D points that cor-
respond to the location of the agent i at regular intervals; i.e., t(i) = 〈(x(i)1 , y

(i)
1 ), . . . , (x

(i)
ni , y

(i)
ni )〉,

and ∀i, j (x
(i)
j , y

(i)
j ) ∈ S ⊆ R2. For notational convenience, we may denote the j th point of

the ith trajectory by s(i)j , i.e. s(i)j := (x
(i)
j , y

(i)
j ). Given trajectories with entries separated by

arbitrary times, one can easily interpolate the location of the agent for some given interval.

1.4 Structure

The structure of this thesis is as follows: in Chapter 2, the real-world datasets that are
used for experiments throughout the thesis are discussed; in Chapter 3, a one-class SVM
method for detecting anomalous trajectories is developed; in Chapter 4, density estimation
of trajectories using Markovian assumptions and KDE is explored; in Chapter 5, sparse
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methods for finding the conditional independence structure of landmark indicators is in-
troduced; finally the thesis is concluded in Chapter 6.
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Chapter 2

Datasets

In order to assess the performance of the proposed methods in this thesis it is essential
to preform experiments using real-world datasets of trajectories. To this aim we use two
real-world datasets: one, a dataset containing trajectories of hurricane and tropical storms;
two, a dataset containing trajectories of tracked shipping vessels. Statistics and plots of
both datasets can be found below.

2.1 Hurricane Data

One dataset used is from the National Hurricane Center [HUR]. It contained every At-
lantic Ocean tropical storm and hurricane track from 1949 to 2011. In total there were
699 trajectories. The positions, intensities, and other data are logged for each storm at 6
hour intervals, however only positions were used for this thesis. Uses for analyzing storm
tracks include: prediction of location, and detection of odd/dangerous behavior. The av-
erage number of points per trajectory for this dataset is 30.75, the standard deviation of
points per trajectory is 17.38. The trajectories’ points are spread throughout much of the
Atlantic leading to a latitude standard deviation of 10.25 and a longitude standard devi-
ation of 19.95. These and other statistics for the dataset can be found in Table 2.1. All
the trajectories in the dataset are plotted in Figure 2.1 in gray with ten random trajectories
highlighted in Figures 2.1(a) and 2.1(b).
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Figure 2.1: A plot of all trajectories in the dataset; 10 random trajectories are highlighted
in color in (a) and (b).
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Table 2.1: Hurricane Dataset Statistics

Statistic Value
Total Trajectories 699
Mean Points per Trajectory 30.7568
Std. Dev. of Points per Trajectory 17.3852
Total Points in Trajectories 21499
Minimum Latitude 7.2
Maximum Latitude 70.7
Minimum Longitude -109.3000
Maximum Longitude 13.5000
Mean Latitude 27.2516
Mean Longitude -63.1219
Std. Dev. Latitude 10.2541
Std. Dev. Longitude 19.9568

2.2 AIS Data

The Automatic Identification System (AIS) is an automatic tracking system used on ves-
sels for the identification and location of vessels by electronically exchanging data with
base stations and other near-by ships. While the AIS protocol allows for logging many
attributes, only the attributes of agent identifier, time stamp, and position were considered.
The dataset used tracks over 1700 vessels in the English Channel for a total of 5 days
leading to over 2100 trajectories. Each trajectory was preprocessed such that consecutive
points are the interpolated positions of vessels at one hour intervals; that is a path with 5
points spans 4 hours of travel. Uses for analyzing vessel trajectories include: the detection
of illegal activity, emerging market detection, the detection of faulty sensors, and surveil-
lance. The average number of points per trajectory for this dataset is 11.10, the standard
deviation of points per trajectory is 7.12. The trajectories’ points are spread throughout
much of the English Channel leading to a latitude standard deviation of 0.70 and a lon-
gitude standard deviation of 1.71. These and other statistics for the dataset can be found
in Table 2.2. All the trajectories in the dataset are plotted in Figure 2.2 in gray with ten
random trajectories highlighted in Figures 2.2(a) and 2.2(b).
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Figure 2.2: A plot of all trajectories in the dataset; 10 random trajectories are highlighted
in color in (a) and (b).
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Table 2.2: AIS Dataset Statistics

Statistic Value
Total Trajectories 2175
Mean Points per Trajectory 11.1080
Std. Dev. of Points per Trajectory 7.1225
Total Points in Trajectories 24160
Minimum Latitude 48.5167
Maximum Latitude 52.5667
Minimum Longitude -5.0500
Maximum Longitude 3.4167
Mean Latitude 50.8744
Mean Longitude 0.5795
Std. Dev. Latitude 0.7008
Std. Dev. Longitude 1.7149

2.3 Discussion

The use of both datasets provides a good range of different trajectories to test the proposed
methods. The hurricane dataset tracks natural phenomena; in contrast, the AIS dataset
tracks man-made movements. As can be seen in the statistics, the hurricane data spans
a much larger space than the AIS dataset. This, however, does not present a problem
since all the methods can work at different scales. Both datasets contain trajectories that
depend on exterior factors. For example, a hurricane’s movement may depend on the
nearby air temperature and pressure, and a vessel’s movement may depend on the cargo it
carries and current traffic. It can also be seen that both datasets contain trajectories whose
mean number of points are at least an order of magnitude less than the total number of
trajectories. While the trajectories in the dataset are by no means of small dimension, the
trajectories are not excessively long (as would be the case if the trajectories’ mean length
was equal to the total number of trajectories, for example). The methods in this thesis were
developed for datasets with trajectories of lengths of a smaller order than the total number
of trajectories. However, there may be datasets which do have very long trajectories. Thus,
future work should test/modify the methods for datasets of very long trajectories.

11



12



Chapter 3

One-Class SVMs with Spatial
Representations

3.1 Introduction

This chapter develops a technique for detecting anomalous trajectories in a dataset in an
unsupervised fashion using Support Vector Machines1. SVMs have been effective in other
high-dimensional problems [Joachims, 1998]. Although SVMs are usually applied on
datasets of instances with the same dimensionality, by using appropriate kernels one can
directly apply SVMs for anomaly detection in trajectories of varying lengths. Thus, this
project focuses on the use of a variant of SVMs called one-class SVMs [Schölkopf et al.,
2001] to perform anomaly detection in trajectories. In order to use one-class SVMs for
finding anomalies various different representations of trajectories are developed. That is,
in order to appropriately assess which trajectories are outliers, we develop several repre-
sentations that are informative of the spatial characteristics of each trajectory.

As previously mentioned there are several important uses for detecting anomalous
trajectories in a dataset including: security, for detecting illegal or dangerous activities;
novelty detection, for discovering emerging markets or new pathways; and faulty sensor
detection, for detecting odometers and other localization sensor that are returning odd tra-
jectories.

Besides the previous work mentioned in Section 1.2 for finding anomalies, [Piciarelli
and Foresti, 2007] also uses a SVM based approach to find outliers in trajectory datasets.

1Work originated in class project [Oliva, 2011b].
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However, their approach is based on representing trajectories by sub-sampling them to
represent all instances with the same dimensionality. This technique was found empirically
to focus only on anomalous trajectories that traverse the edges of the dataset (see Section
3.4.1). Thus, in order to detect a larger range of trajectories, a richer set of representations
are explored in this chapter.

The rest of this chapter is organized as follows: Section 3.2 explains the methodology
describing one-class SVMs in general and our application to trajectories; Section 3.3 de-
tails results of applying this chapter’s methods to the hurricane and AIS datasets; Section
3.4 concludes the chapter.

3.2 Methodology

3.2.1 One-Class Support Vector Machines

One-class support vector machines are a fairly popular method for discovering anomalies
in a dataset [Schölkopf et al., 2001]. Like other SVM formulations, one-class SVMs are
based on a maximum margin problem. Here, the goal is to find the maximum margin
hyperplane from origin on an induced featured space F such that most instances xi are on
the positive side (see Figure 3.1(a)).

In order to solve the maximum margin problem, one-class SVMs optimize the follow-
ing quadratic programming problem:

min
w∈F,ξ∈R`,ρ∈R

1

2
||w||2 +

1

ν`

∑
i

ξi − ρ

subject to (w · Φ(xi)) ≥ ρ− ξi, ξi ≥ 0.

The slack variables ξi allow for the outliers to be on the negative side of the hyperplane
and the parameter ν ∈ (0, 1] acts as an asymptotic upper bound on the ratio of instances
that are outliers. The decision function for determining whether an instance x is an outlier
is: f(x) = sgn((w · Φ(x)) − ρ) where f(x) = −1 for outliers (where w and ρ solve
the quadratic programming problem). Note that the hyperplane w is over a feature space
Φ(x).This will allow for the hyperplane to operate over non-linear feature spaces. The
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(a) Linear (b) Non-linear

Figure 3.1: The green background represents the space the decision function deems
anomalous, blue the space deemed not anomalous. (a) An example hyperplane found
with one-class SVMs on a linear space; one can see that most instances lie on the positive
side of the hyperplane where a few outliers are allowed to be on the negative side. (b)
An example hyperplane found with one-class SVMs on a nonlinear space induced by the
Gaussian kernel. As can be seen, the use of the Gaussian kernel allows for a much more
expressive decision space than if one operates on a linear space.

corresponding dual problem is:

min
α

1

2

∑
i,j

αiαjk(xi, xj) (3.1)

subject to 0 ≤ αi ≤
1

ν`
,
∑
i

αi = 1

where k is the kernel function, which is the inner product induced by Φ. That is, k(x, y) =
(Φ(x) · Φ(y)) The decision function can then be written as:

f(x) = sgn(
∑
i

αik(xi, x)− ρ). (3.2)

The use of the Gaussian kernel function:

k(x, y) = e−‖x−y‖
2/σ

can lead to the discovery of nonlinear anomalous areas like in Figure 3.1(b).
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3.2.2 Kernels for Trajectories

Representative Distribution Kernels

It is possible to use one-class SVMs to perform anomaly detection in trajectories. How-
ever, one is unable to directly use traditional kernels like the Gaussian kernel because data
instances will vary in length. Furthermore, even if all instances have the same length it is
possible for similar trajectories to have observations of points that may differ substantially
if not aligned. One way to build a kernel for trajectories is to make a representative distri-
bution (RD) for each trajectory; that is, represent each trajectory as a spatial distribution
over XY coordinates that is informative of where the trajectory travels through. Then one
may use a kernel that works over distributions on the representative distributions.

A way to build a spatially informative RD over points for a trajectory is as follows. If
the function c(s) : [0, 1] 7→ R2 is the parametric curve describing a trajectory, then one
can consider the hierarchical model :

s ∼ U[0, 1]

(x, y) ∼ N (c(s),Σ)

for some covariance matrix Σ. The distribution above captures information regarding an
agent’s position on a trajectory; that is, it captures the different snapshot positions one
may see from an agent in the trajectory. Such a distribution will be spatially informative
since the probability of a region near (or on) the space traveled by the trajectory will be
much higher than the probability of areas not near the trajectory. For ease of computation
the distribution above can be approximated as a discrete distribution over a quantized state
space. This approximation can be carried out by convolving a Gaussian across indicator
variables on a quantized map. That is, consider the trajectory as an image where pixels
represent small square regions of the space that trajectories travel on, S; if the trajectory
passes through the space, then turn that pixel on, otherwise leave it off. One can then
do a Gaussian blur, normalize, and consider a distribution over pixels’ XY positions (see
Figure 3.2). This distribution will henceforth be referred to as the discrete spatial rep-
resentative distribution (DSRP). Discrete approximations like these make computing the
kernels for our distributions simpler and more efficient.

After computing the spatial distributions for trajectories, one can then consider kernels
among distributions [Jebara et al., 2004, Poczos et al., 2012] to utilize one-class SVMs and
find anomalous trajectories. Once the representative distributions pt, ps for trajectories t
and s is computed, one can use the Gaussian distribution kernel:
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Figure 3.2: A hurricane trajectory and its corresponding DSRP.

k(t, s) = exp
(
− 1

σ

∫
x∈S

(pt(x)− ps(x))2
)
.

Since we are using discrete distributions, the kernel value is:

k(t, s) = exp

(
− 1

σ

∑
i,j

(P t
ij − P s

ij)
2

)
(3.3)

where P t and P s are discrete spatial distributions for trajectories t and s respectively such
that the probability of drawing pixel location (i, j) is P t

ij and P s
ij .

Representative Expectation Kernels

One consequence of using the kernel in (3.3) is that if a trajectory t spans a smaller area
(usually because it contains fewer points) it will have its support in a relatively small
number of pixels, hence the values P t

ij for pixels (i, j) in the support of the RD for t
will be considerably larger than the pixels in the support of P s

ij for the RD of a trajectory
s that does not span a small area (see Figure 3.3(a)). I.e. since trajectories that travel
smaller distances will have fewer indicators turned on, the values of the resulting pixels
after normalizing will be considerably higher than for trajectories with more points.

Since DSDRs are sparse, this will lead to paths that are of small lengths to have low
kernel values. This, in turn, will lead one-class SVMs to be biased towards selecting
smaller trajectories as anomalies. In order to remedy this we may simply rescale the
DSDR by the number of points in a trajectory. That is, for a trajectory t consider the
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(a) DSDR (b) DSER

Figure 3.3: Left: the probabilities for a trajectory containing 9 points. Right: probabili-
ties for a trajectory containing 39 points. Since, the longer trajectory in the right travels
through more of the map, the values of each pixel after normalizing will be considerably
lower.

discrete spatial expectation representation (DSER) as:

Et = |t|P t (3.4)

where |t| is the number of points in t. Et
ij may be interpreted as the expected number

of times pixel (i, j) is picked when drawing from trajectory t’s DSDR |t| times. As can
be see in Figure 3.3(b), this adjusts the values so that trajectories of varying sizes have
similar values in their support. Note that this approach was found to work much better
than not normalizing the RD after convolving the Gaussian, which biased anomalies to be
trajectories with many points and lacks a probabilistic interpretation.

Then as in with (3.3) we can use the Gaussian kernel:

k(t, s) = exp

(
− 1

σ

∑
i,j

(Et
ij − Es

ij)
2

)
. (3.5)

Additional Dimensions

The kernels discussed so far have compared trajectories using first-order information about
the locations traveled. That is, only the snapshot XY positions are compared; angular and
speed information is not. Hence, two trajectories that travel through the same space, but
using varying speeds and direction may be indistinguishable. However, this can be easily
remedied by extending the kernels to include addition dimensions.

For example, instead of discretizing the space into a 2D matrix of indicators (Figure
3.2(b)), one may discretize it into a 3D matrix of indicators where the third dimension is
either orientation or speed (Figures 3.4 and 3.5). Then as before one may use a Gaussian to
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convolve, normalize, scale by the number of points in the trajectory, and use the Gaussian
Kernel. For our purposes we will consider the 3D discrete angular expectation represen-
tation (DAER). With the DAER a Gaussian can be convolved on a 3D matrix of indicators
where the first two dimensions are location and the third dimension corresponds to inter-
vals of angles ({[a0, a1], (a1, a2], ..., (am−1, am]}). I.e. the trajectory is represented as a 3D
image where a pixel (i, j, k) is turned on if the trajectory passes through the space corre-
sponding to the space covered by the (i, j) pixel and at an angle covered by the discretized
kth angle interval–i.e. (ak−1, ak]–and convolved.

Also, we will consider the 3D discrete speed expectation representation (DSpER).
With the DSpER a Gaussian is convolved on a 3D matrix of indicators where the first
two dimensions are location and the third dimension corresponds to intervals of speed
({[s0, s1], (s1, s2], ..., (sm−1, sm]}). That is, the trajectory is represented as a 3D image
where a pixel (i, j, k) is turned on if the trajectory passes through the space corresponding
to the space covered by the (i, j) pixel and at a speed covered by the discretized kth speed
interval–i.e. (sk−1, sk]–and convolved.

3.2.3 Algorithm

Please see below for a high level description of the algorithm to find anomalies in a dataset
D using the one-class SVM methodology described above.

1. Build a new datasetX = {x1, ..., xN}where xi is one of the representations (DSDR,
DSER, DAER, or DSpER) for trajectory t(i).

2. Using a quadratic programming solver, optimize α as in 3.1

3. For all xi ∈ X , with the α value found in step 2, use the decision function (3.2)
to decide if xi is an outlier; iff it is an outlier report trajectory ti as an anomalous
trajectory.

3.3 Experiments

In order to run the experiments, the one-class SVM implementation from LIBSVM [LIB]
was used. The parameter of ν for the one-class SVM was chosen to be .03 leading to
roughly 3% of the dataset being labeled as outliers. The bandwidth parameter for Gaussian
distribution kernel, σ, was chosen to be near 1 whilst still labeling nearly 3% of the dataset
as anomalies, but results were stable for multiple values for the bandwidth.
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Figure 3.4: DAER for the trajectory shown in Figure 3.2. The first two
dimensions correspond to spatial location and the third to angular posi-
tion. The third dimension is rolled out in the 8 images shown above,
corresponding to the following intervals (center-right counterclockwise):
{[337.5◦, 22.5◦), [22.5◦, 67.5◦), [67.5◦, 112.5◦), [112.5◦, 157.5◦), [157.5◦, 202.5◦),
[202.5◦, 247.5◦), [247.5◦, 292.5◦), [292.5◦, 337.5◦)}. E.g. the image labeled ”180◦”
details the spatial locations where the agent is moving at an angle in [157.5◦, 202.5◦).

<= 0.50 CPI <= 0.75 CPI <= 1.00 CPI <= 1.25 CPI <= 1.50 CPI

<= 1.75 CPI <= 2.00 CPI <= 2.25 CPI <= 2.50 CPI > 2.50 CPI

Figure 3.5: DSpER for the trajectory shown in Figure 3.2. The first two dimen-
sions correspond to spatial location and the third to speed. Speed is measured in
terms of coordinates per interval (CPI). In the case of hurricanes the coordinates are
Lat/Long and intervals are 6 hours. The third dimension is rolled out in the 10 im-
ages shown above, corresponding to the following intervals (top-left to bottom-right):
{[0, .5], (.5, .75], (.75, 1], (1, 1.25], (1.25, 1.5], (1.5, 1.75], (1.75, 2], (2, 2.25], (2.25, 2.5],
(2.5,∞]}. For example, the image labeled ”<= 1.25” details the spatial locations where
the agent is moving at a speed in (1, 1.25].
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3.3.1 AIS Data

The Automatic Identification System (AIS) is an automatic tracking system used on ves-
sels for the identification and location of vessels by electronically exchanging data with
base stations and other near-by ships. We use a dataset containing AIS tracked positions
of vessels in the English Channel (see Section 2.2 for more info). In total, the dataset con-
tains over 2100 trajectories. Uses for anomaly detection in the context of vessels include:
the detection of illegal/dangerous activity, emerging market detection, and the detection of
faulty sensors.

The results using the Gaussian kernel on the various trajectory representations can be
seen below in Figure 3.6. First, it can be clearly seen in Figure 3.6(a) that the DSDR
is biased to selecting shorter trajectories as anomalies. The DSER, DAER, and DSpER
yielded similar anomalies (with a few discrepancies between the sets, see Figures 3.6(b),
3.6(c), and 3.6(d) respectively). All of these representations uncover useful and intuitive
anomalies, such as trajectories that cut across perpendicularly to the two major north and
south shipping lanes that stretch from the bottom left to the top right of the plots, or vessels
that stay stationary in odd locations.

It is interesting to note, however, that a trajectory reported to be going over 200 MPH
during some portion (likely due to faulty sensors) was not reported as an anomaly. This
is most likely because some portions of the mentioned trajectory did have normal speed
where many of the reported anomalies appeared to have abnormal speeds through out
their entire trajectories. It is also worth noting that none of the representations resulted in
a group of a few trajectories in the lower left corner, near the coordinates (-3,49), traveling
through sparsely used locations.

3.3.2 National Hurricane Center Data

Another dataset used for experiments is from the National Hurricane Center [HUR]. It
contained every Atlantic Ocean tropical storm and hurricane track from 1949 to 2011 with
a total of 699 trajectories (see Section 2.1). Uses for anomaly detection in storm tracks
include: the detection and study of odd storms and the conditions that produce them; and
the removal of anomalies in datasets to help other statistical tasks.

The results using the Gaussian kernel on various trajectory representations can be seen
in Figure 3.7. Again, it can be seen in Figure 3.7(a) that using the DSDR will return
anomalies that are shorter in length. Also it is again the case that both the DSER and
DAER return similar results (Figure 3.7(b) and Figure 3.7(c)). Moreover, it can be seen
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Figure 3.6: The results on the AIS dataset using various representations.
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Figure 3.7: The results on the hurricane dataset using various representations.
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that the DSpER representation yields anomalies that traverse common locations, because
it considers speed in addition to 2D space.

3.4 Conclusions

3.4.1 Discussion

As can be seen in Figures 3.6 and 3.7, the presented methodology does a good job at
capturing what appear to be anomalous trajectories. In particular, trajectories that are go-
ing against the grain compared to other nearby trajectories, or ones that are at uncommon
locations are found. As previously mentioned, using the discrete spatial distribution repre-
sentation will result in a bias for selecting short trajectories as anomalies; such is the case
in Figures 3.6(a) and 3.7(a). But, using the expectation representations resolves this bias.

Figure 3.8: Outliers from Lee et al. shown in bold blue sections. Non-bold blue sections
correspond to trajectory sections that are not anomalous for trajectories that contain at
least one anomalous section.

Although the outliers returned look promising, since the dataset does not contain any
labels, there is no ground truth to compare them with. Thus, it is difficult to determine
exactly how well the method performs. However, one can compare the results on the
hurricane dataset with the segmented outlier approach of [Lee et al., 2008] (described in
Section 1.2). The results from [Lee et al., 2008] can be seen in Figure 3.8. Although there
is some overlap in the results returned by this chapter’s method, and that of Lee et al., there
is also a fair amount of difference. Particularly, the method from Lee et al. focuses much
more on trajectories on the edges of the dataset.
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Figure 3.9: The results on both datasets using the same number of equally spaced points
in trajectories.

It is interesting to note that there is a representation using one-class SVMs that can
focus in on trajectories that traverse the edges of a dataset like the approach of Lee et
al.; specifically, using what is perhaps the most obvious way to represent trajectories of
different lengths with the same dimensionality–by representing each trajectory with the
same number of equally spaced points. That is, each trajectory is represented using k
points equally spaced out in the trajectory’s paths, and then the one-class SVM is used with
the Gaussian kernel. It can be seen that this representation produces results for trajectories
that go through the edges of the datasets (see Figure 3.9). In my opinion, it seems that
some of the anomalies returned by Lee et al. and the equally spaced points representation
but not by the other representations (DSDR, DSER, DAER, DSpER) are valid, and vice-
versa. Hence, it is probable that some sort of combination of the approaches would work
best. However, it is also worth noting that the detection of trajectories that go through
the edges can be done in a simpler methodology (using a 2D marginal distribution on the
points in the dataset). Without expert domain knowledge, getting to the correctness of an
unsupervised anomaly detection scheme is difficult. However, there are a few possibilities
for assessing the performance of such outlier detection techniques, which will be explored
in future work.
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3.4.2 Future Work

Although it is not obvious how to best assess the quality of outliers returned by unsuper-
vised methods, there may be a few ways to achieve this. First, one possible way to test
unsupervised methods is to generate trajectories from a known distribution. Then, one
knows which instances of a particular dataset are the least likely, giving a ground truth to
compare results with. Another possibility is to add random trajectories to a dataset. If the
methods work well then it should be adept to finding the inserted random trajectories as
anomalies.

3.4.3 Conclusion

In conclusion, this chapter presents a technique for performing anomaly detection in tra-
jectories. Namely, this chapter explored using several spatially informative representations
of trajectories in order to automatically compare trajectories with the use of the Gaussian
kernel and one-class SVMs. In order to ease calculations, a quantized approach was used
in creating the representations. First, a distribution of quantized locations based on con-
volving a Gaussian through the path a trajectory travels through is considered in the DSDR.
Then, to alleviate a bias created by using the DSDR, the DSDR is scaled by the number
of points in the trajectory to make the DSER, which can be interpreted as the expectation
over locations after drawing from the DSDR multiple times according to the number of
points in the trajectory. Finally, the DSER was expanded to consider another dimension in
addition to 2D space. In particular, the additional dimension of orientation is considered in
the DAER and speed in the DSpER. The technique yielded good results in both a dataset
containing AIS tracked vessel trajectories and a dataset containing hurricane and tropical
storm tracks in the Atlantic Ocean from 1949-2011.
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Chapter 4

Markov Assumptions

4.1 Introduction

In this chapter we develop a technique to assign likelihoods to trajectories. One may then
consider those trajectory which are the least likely as anomalies. However, because density
estimation is less effective in high dimensions and trajectories vary in dimensions some as-
sumptions must be made. For our purposes, we will make a Markovian assumption about
the independence of the ith point in a trajectory given all previous points in a trajectory.
In particular, we will assume that the ith point is independent of all but the (i − 1)th and
(i−2)th point given all previous points. This assumption will then allow for us to write the
likelihood of a trajectory in terms of the product of the marginal probability of the two ini-
tial points in the trajectory and probabilities of each of the other points conditioned on the
two previous points; both probabilities may be estimated using kernel density estimation.

As previously discussed, due to the high dimensionality of trajectories one must make
assumptions in order to effectively assign likelihoods. In Section 1.2 it was mentioned
that [Buchman et al., 2011] assumed that trajectories resided in a lower dimensional space
where in one may use nonparametric density estimation to assign likelihoods to the lower
dimensional mappings. Also, 1.2 describes [Grimson et al., 2008], which assumes that the
trajectories can be modeled by a bag of ”semantic regions” discoverable using Hierarchi-
cal Dirichlet Process-type techniques. Perhaps a more intuitive assumption is a Markovian
assumption, like the one explored in this chapter. A similar Markovian based technique,
Hidden Markov Models (HMM), introduces latent states, and (usually) assumes a para-
metric form for the observed variables given the latent state. Here, the Markov assumption
is that the transition from one latent state to the next is independent of all other previous
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states when given the last state. For example, [Bashir et al., 2007] applies HMMs to trajec-
tories. Furthermore, [Piccardi and Pérez, 2007] provides a method to have a nonparametric
form to emissions probabilities. The use of latent states should be less general than the
method presented in this chapter, however, because even if there truly are latent states this
method may still provide an accurate density estimation of the observed variables.

The rest of this chapter is organized as follows: Section 4.2 explains the methodology
to assign likelihoods and select anomalies; Section 4.3 details results of applying this
chapter’s methods to the hurricane and AIS datasets; Section 4.4 concludes the chapter.

4.2 Methodology

4.2.1 Markovian Assumptions

As previously described, one may define an anomalous trajectory as a trajectory that is un-
likely. Thus, if one can estimate the likelihood of each trajectory in the datasetD, then one
may designate those trajectories with the lowest estimated likelihoods as anomalies. One
challenge with estimating the likelihood of trajectories is that usual techniques for density
estimation deal with non-time-series data where data instances (in this case trajectories)
must all have the same number of dimensions (in this case points). Another challenge is
that density estimation becomes more ineffective in high-dimensional settings. In many
real world datasets trajectories will have varying lengths and a relatively high number of
points. However, one may mitigate these difficulties by making some independence as-
sumptions.

By the chain rule the likelihood of a trajectory t may be written as:

p(t) = p ((x1, y1), (x2, y2)) · p ((x3, y3)|(x2, y2), (x1, y1)) · (4.1)
p ((x4, y4)|(x3, y3), (x2, y2), (x1, y1)) · . . . ·
p ((xn, yn)|(xn−1, yn−1), . . . , (x1, y1)) .

One may make a Markovian assumption on the dependence of the ith point in a trajectory,
given all the previous points:

p ((xi, yi)|(xi−1, yi−1), . . . , (x1, y1)) = p ((xi, yi)|(xi−1, yi−1), . . . , (xi−k, yi−k)) .(4.2)

That is, the ith point in a trajectory is conditionally independent of all other previous points
given the previous k points. For our purposes we will consider k = 2. Thus, (4.1) be-
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comes:

p(t) = p ((x1, y1), (x2, y2)) · p ((x3, y3)|(x2, y2), (x1, y1)) · (4.3)
p ((x4, y4)|(x3, y3), (x2, y2)) · . . . ·
p ((xn, yn)|(xn−1, yn−1), (xn−2, yn−2)) .

Hence, in order to calculate (4.3) one needs to estimate the conditional probability

p ((xi, yi)|(xi−1, yi−1), (xi−2, yi−2)) (4.4)

and the marginal probability
p ((x1, y1), (x2, y2)) . (4.5)

4.2.2 Kernel Density Estimation

One of the most popular non-parametric techniques is Kernel Density Estimation (KDE).
With KDE, the density of a d dimensional point x is estimated using the dataset {x(1), . . . , x(N)}
with the formula:

p̂(x) =
1

N

N∑
i=1

1

hd
K
(
‖x− x(i)‖

h

)
, (4.6)

where K : Rd 7→ R is a symmetric function such that
∫

K(x)dx = 1,
∫
xK(x)dx = 0, and∫

x2K(x)dx > 0. For our purposes, we only consider the Gaussian Kernel:

Kd(x) =
1

(2π)d/2
exp

(
−x2

2

)
. (4.7)

Note that for notational convenience the subscript may be omitted, and d corresponds to
the dimension of the variables in context. Another possibility is to use the product kernel:

p̂(x) =
1

N

N∑
i=1

d∏
j=1

1

hj
K1

(
|xj − x(i)j |

hj

)
. (4.8)

Note that both (4.8) and (4.6) are equivalent if using the Gaussian kernel and ∀j ∈
{1, . . . , d} hj = h. Thus, for a dataset of trajectories D = {t(1), . . . , t(N)} we can es-
timate the marginal (4.5) using (4.6) by:

p̂D(s1, s2) =
1

|D|

N∑
i∈I

1

hd1
K

(
‖〈s1, s2〉 − 〈s(i)1 , s

(i)
2 〉‖

h1

)
, (4.9)
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where I = {i : t(i) ∈ D}, sj is shorthand for the j ith point in a trajectory, and where
s
(j)
i = (x

(j)
i , y

(j)
i ). Moreover, the Markovian assumption conditional (4.4),

p ((xi, yi)|(xi−1, yi−1), (xi−2, yi−2)) =
p ((xi, yi), (xi−1, yi−1), (xi−2, yi−2))

p ((xi−2, yi−2), (xi−1, yi−1))
, (4.10)

can be estimated by

p̂D (sl|sl−1, sl−2) =

N∑
j∈I

nj∑
l=3

K
(
‖〈sl−1, sl−2〉 − 〈s(j)l−1, s

(j)
l−2〉‖/h2

)
K
(
‖sl − s(j)l ‖/h3

)
h23

N∑
j∈I

nj∑
l=3

K
(
‖〈sl−1, sl−2〉 − 〈s(j)l−1, s

(j)
l−2〉‖/h2

) .

(4.11)
Note, that (4.11) uses (4.8) to estimate the numerator and denominator with one band-
width h2 for the dimensions corresponding to sl−1 and sl−2 and a separate bandwidth
h3 for the dimensions of sl. Furthermore, note that we use all the triplets of the form
{〈s(j)i , s

(j)
i−1, s

(j)
i−2〉 : j ∈ I ∧ 3 ≤ i ≤ nj} as the dataset to form our KDE estimate

in (4.11). That is, we do not limit ourselves to only the lth, (l − 1)th, (l − 2)th tuples:
{〈s(j)l , s

(j)
l−1, s

(j)
l−2〉 : j ∈ I}.

4.2.3 Cross-Validation

In order to select the bandwidths h1, h2, h3 for (4.9) and (4.11) one may preform cross-
validation. For our purposes, we cross-validate the log likelihood. In particular, we look
to maximize the leave-one-trajectory-out log likelihood:

L =
N∑
i=1

(
ni∑
l=3

log(p̂D\{t(i)}
(
s
(i)
l |s

(i)
l−1, s

(i)
l−2

)
) + log(p̂D\{t(i)}

(
s
(i)
2 , s

(i)
1

)
)

)
(4.12)

Optimizing (4.12) minimizes the KL Divergence from the true density ([Shalizi, 2009]).
Note that we leave the entire trajectory corresponding to points out of the dataset (D \
{t(i)}) to avoid biasing L.

4.2.4 Anomaly Detection

In order to return anomalies we must first compute the leave-one-trajectory-out log likeli-
hood for each trajectory t(i):

log(p̂D\{t(i)}
(
s
(i)
l |s

(i)
l−1, s

(i)
l−2

)
) + log(p̂D\{t(i)}

(
s
(i)
2 , s

(i)
1

)
). (4.13)
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Then we may return the trajectories corresponding to the lowest m% log likelihoods in the
dataset, where m is a small number.

Algorithm

Please see below for a high level description of the algorithm to find anomalies in a dataset
D using the Markovian methodology described above.

1. Cross-validate the bandwidths h1, h2, h3 as described in Section 4.2.3.

2. Using the bandwidths optimized in step 1, calculate the leave-one-trajectory-out log
likelihood (4.13).

3. Sort the log likelihood, select trajectories that correspond to the smallestm%, return
them as anomalies.

4.3 Experiments

Experiments were preformed using the AIS and Hurricane datasets. In both cases the
bandwidths were selected using cross validation as explained above. The results can be
seen in Figures 4.1 and 4.2. The nature of the likelihood estimate (4.13) is such that tra-
jectories that go across odd areas, or take abnormal speeds, or go against the grain of most
trajectories will produce low likelihoods. This is because marginal 4.9 and conditional
4.11 probabilities will be low for the aforementioned cases (and for other scenarios out-
side the norm). Thus, the likelihood approach used in this method is very adept to choosing
trajectories with anomalous behavior.

It is interesting to note that in both datasets the anomalies returned contain many of
the anomalies reported using the SVM method previously described (see Figures 3.6 and
3.7). Moreover, it is also interesting to note that for the AIS dataset this method did pick
out the trajectory reported going over 200 MPH and the group of a few trajectories in the
lower left corner, near the coordinates (-3,49) traveling through sparsely used locations,
which the SVM method did not. Also, the method picked some hurricane trajectories
traveling through the edges or extremely north that the SVM method did not. However,
this method did not pick up some of the trajectories traversing perpendicularly through the
major shipping lanes in the AIS dataset.

Also, it is worth noting that the number of points per trajectory whose conditional prob-
ability (4.11) is less than the mean value minus the standard deviation of the conditional
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Figure 4.1: Anomalies in AIS dataset highlighted in colors.
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Figure 4.2: Anomalies in hurricane dataset highlighted in colors.
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probabilities for all non-initial points (third or after) in the dataset is much higher for the
trajectories that are anomalous than for those who are not. In the AIS dataset, anomalous
trajectories have 4.07 non-initial points per trajectory with low conditional probabilities
(less than the mean minus the std. dev. for all non-initial points in all trajectories in
the dataset); in contrast, only 0.58 points per trajectory had low conditional probabilities
for normal trajectories. Furthermore, for the hurricane dataset, we see that in anomalous
trajectories 17.45 non-initial points per trajectory had low conditional probabilities; but,
4.8689 non-initial points per trajectory had low conditional probabilities for normal tra-
jectories. This indicates two important facts. First, as would be expected, the anomalous
trajectories, on average, contain more low density portions than normal trajectories do.
Second, most anomalies found contain several portions of low density; contrast this with
trajectories that may behave extremely oddly at only one point but then immediately return
to normalcy. Similarly to the conditional probabilities, it was also found that anomalous
trajectories were more likely to have a low marginal probability for initial points (4.9) than
normal trajectories.

4.4 Conclusion

In conclusion, this chapter has developed a method for density estimation that is based on
a Markovian assumption and kernel density estimation. The method assumes that the next
position of an agent’s trajectory is independent of all other previous positions when given
the last two positions. By making this assumption, one is able to write the likelihood of
a trajectory (4.1) in terms of a marginal probability for the trajectory’s initial points and
conditional probabilities for subsequent points (4.3). In turn, this decomposition allows
one to estimate the likelihood (4.3) using kernel density estimation on relatively small di-
mensional vectors. That is we may estimate the marginal probability with (4.9) and the
conditional probabilities with (4.11). After cross-validating the bandwidth parameters for
each dataset and computing the leave-one-trajectory-out log likelihood (4.13) for trajecto-
ries using the optimized bandwidths, anomalies were returned from the lowest 3% values
for log likelihood. The results found for the AIS and hurricane dataset (Figures 4.1 and
4.2 respectively) were very promising and able to detect odd trajectories.

Inaccuracies in selecting anomalies using the estimated likelihood (4.13) are possible
for two reasons. First, the KDE estimates (4.9) and (4.11) will be inaccurate to some
extent. However, the inaccuracies decrease as the sample size of the KDE dataset increases
[Lafferty et al., 2011]. Since the datasets for the KDE estimates–the XY points for (4.9)
and the triplets for (4.11)–contained a relatively large number of instances for both the
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AIS and hurricane data (in the thousands), the KDE inaccuracies do not play a large role.
Of course, as one expands the number of points in the Markovian assumption far past 2,
this source of error will no longer be negligible.

The other possible reason for inaccuracies is in the Markovian assumption that (4.1)
does in fact equal (4.3). The true density may turn out to be different than (4.3) if the
conditional independence assumption (4.4) is incorrect. In fact, in any real world dataset
(4.4) will likely be incorrect since, realistically, an agent’s next position is not completely
determined by its last two (or k, for finite k) positions. For example, a hurricane’s next
position may depend on the air temperature around it, a ship on the amount of fuel it has.
Notwithstanding, if the Markovian assumption is approximately correct and the next point
may be reasonably predicted by the last two points, then anomalies found will still be of
use. However, if trajectories in a dataset are such that they do not approximately follow
a Markovian assumption (that is, the assumption is grossly incorrect) then the anomalies
returned will very likely be invalid. Still, it is not unreasonable to suspect that a lot of
the information about an agent’s next position can be gathered from a few of its previous
positions.

In fact, the results shown in Figures 4.1 and 4.2 are quite promising. In both instances,
the methodology was able to capture paths that are traveling unusual locations, or are
going against the grain of the majority of paths, or are going at bizarre velocities.

Future work will concentrate on ways of improving the Markovian assumption, such
as considering additional points or statistics of previous points.
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Chapter 5

Spatial Graphical Models

5.1 Introduction

When analyzing trajectories, it may be important to understand movement patterns of
agents as they traverse through locations (henceforth referred to as landmarks). Possible
landmarks include ports, buildings, or any other arbitrary stationary coordinate. In order
to better understand the relationship among the landmarks as agents traverse through their
trajectories, this chapter introduces the concept of spatial graphical models1. Undirected
graphical models detail the conditional independence structure of a set of random variables
[Bishop, 2006]. This concept is used for indicator variables that have spatial locations
associated with them indicating if an agent has come near (referred to as visiting) the cor-
responding location. Methods for finding conditional independence relationships among
the location indicators given a sparsity assumption on their graphical model are explored.
A spatial graphical model allows one to know conditional independencies amongst the
landmarks, which is useful if one is predicting whether an agent visited a landmark based
on other landmark visits. That is, it would be beneficial to know the set of landmarksM
such that the visit to a landmark l is independent to visits to all other landmarks when
given visits toM (i.e. the visits toM is the Markov blanket for a visit to l). By knowing
M, one knows exactly which other landmarks are necessary to be monitored in order to
predict a visit to l. Moreover, spatial graphical models are telling of a structure underlying
movements of agents in space, which undoubtedly expands one’s knowledge of the nature
of trajectories in a dataset.

In order to derive the conditional independencies amongst a set of landmarks, this

1Work originated in class project [Oliva, 2011a]
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chapter investigates using high dimensional methods to build graphical models. If one
does not have specific landmarks of interest for a dataset, it would be useful to uncover
pertinent locations in the dataset and set these as the landmarks. Hence, a method for
finding pertinent locations for use as landmarks is also presented in this chapter. This
chapter explores using `1-regularized logistic neighborhood selection [Wainwright et al.,
2007] and forest graphical models [Chow and Liu, 1968] to spatially model trajectories.

In order to build the spatial graphical models, first one considers a set of landmarks
spread over the area enclosing the trajectories. Then, each trajectory is represented by in-
dicator variables indicating which landmarks the trajectory came near to. That is, each tra-
jectory will be represented as a multidimensional binary vector of indicator variables, one
for each landmark, where each indicator is on if the trajectory came near the corresponding
landmark, off otherwise. Specifically, suppose one has a dataset, D, of trajectories sam-
pled from some unknown distribution P over the set of all trajectories D. Furthermore,
suppose that there exists a bounded subset of R such that all trajectories lie inside that
space. That is, ∃R = [a, b]× [c, d] s.t. ∀t ∼ P , ∀(x, y) ∈ t, (x, y) ∈ R. Let a collection of
k landmarks inR, L, be given. I.e. L ⊆ R and L = {l1, . . . , lk}. Also, let a near indicator
function f : D × R 7→ {0, 1} be given where f(t, l) = 1 if trajectory t is considered to
go near landmark l, f(t, l) = 0 if not. Then let the mapping SP : D 7→ {0, 1}k, where
SP(t) = 〈f(t, l1), . . . , f(t, lk)〉 is the spatial profile of trajectory t. The goal of this chapter
is to estimate the graphical model of spatial profiles; that is, estimate the graphical model
of the distribution of SP(t) where t ∼ P . The dataset S = {SP(t(1)), . . . ,SP(t(N))} will
be used to derive said estimation.

Previous work in graphical models with spatial data include the following: [Irvine and
Gitelman, 2011] studies various graphical models for modeling ecological stream health
at various locations; [Harrington Jr and Hero III, 2010] explore an `1-penalized based ap-
proach for spatio-temporal graphical models for the susceptible, infected, recovered (SIR)
model. Unlike the aforementioned studies, this chapter explores agent movement through
locations. Moreover, the sparsity and distribution assumptions invoked are different from
the mentioned prior work.

5.2 Methodology

In order to find the graphical model for spatial profiles this chapter focuses on two struc-
ture learning methods: `1-regularized logistic neighborhood selection and forest graphical
models (Chow-Liu), which are outlined below. Furthermore, Section 5.2.3 describes one
way to build spatial profiles.
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5.2.1 `1-Regularized Logistic Neighborhood Selection

Suppose that we consider the x ∈ {0, 1}p being distributed by an Ising model, that is:

p(x; θ) ∝ exp

∑
i∈V

θixi +
∑

(i,j)∈E

θi,jxixj

 (5.1)

where xi is the ith dimension of x. In order to estimate the graph G = 〈V,E〉, the same
approach as [Wainwright et al., 2007] is used, which states that we may estimate the neigh-
borhood of the node i ∈ V , N (i), by using `1-regularized logistic regression. If x is
distributed as (5.1), then

p(xs = 1|x\s; θ) =

[
1 + exp(−θs −

∑
(s,j)∈E

θs,jxj)

]−1
(5.2)

where, x\s = {xi : i 6= s}. I.e. xs is given by a logistic regression model with its
neighbors. The method presented in [Wainwright et al., 2007] then performs `1 regularized
logistic regression to estimate the neighborhood of a node in the graphical model. That is,
if one has a sample {x(1), . . . , x(n)}, then one finds

θ̂s,λ = arg min
θ∈Rp

{
1

n

n∑
i=1

[
log(1 + exp(θT z(i,s)))− x(i)s θT z(i,s)

]
+ λn‖θ\s‖1

}
(5.3)

where z(i,s) ∈ {0, 1}p is a vector where z(i,s)j = x
(i)
j for j 6= s and z(i,s)s = 1. The estimate

for N (s) is given by:
N̂n(s) =

{
j ∈ V, j 6= s : θ̂s,λj 6= 0

}
. (5.4)

Then, this estimate is consistent with high probability given certain conditions discussed
in Section 5.4.

5.2.2 Forest Graphical Models

Another method for making sparse graphical models is by enforcing a forest structure.
The optimal such graphical model can be computed by finding a maximal weight spanning
tree for a graph where the weight w(i, j) of the edge connecting nodes i and j is given by
I(Xi;Xj) the mutual information for dimensions i and j [Chow and Liu, 1968]. Since,

I(Xi;Xj) =
∑

xi,xj∈{0,1}

p(xi, xj) log

(
p(xi, xj)

p(xi)p(xj)

)
(5.5)
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where each p(xi, xj) is a bivariate distribution and each p(xi) is a univariate distribution,
it can be estimated by

Î(Xi;Xj) =
∑

xi,xj∈{0,1}

p̂(xi, xj) log

(
p̂(xi, xj)

p̂(xi)p̂(xj)

)
(5.6)

where p̂(xi, xj) and p̂(xi) are the MLE estimates, i.e. the sample frequencies. This algo-
rithm is referred to as Chow-Liu; further details can be found in Section 5.4.

5.2.3 Landmark and Spatial Profile Creation

Although the methodology for finding the graphical model of spatial profiles presented in
this chapter is not dependant on how the landmarks and spatial profiles are constructed, it
would be beneficial to construct them in a way that is informative of the spatial behavior
of trajectories. This section describes one way to accomplish this. First, in order to find
pertinent locations to act as landmarks one may use k-means on the dataset containing
the 2D points in the trajectories of D. Here the parameter k can be chosen to control the
granularity of our spatial profiles; the higher one chooses k, the more detail the spatial
profile will contain about the exact locations visited by its corresponding trajectory. Of
course, one may use other clustering techniques to choose landmarks, but k-means does
a fair job of choosing evenly spaced (by geometric density) landmarks, which is desired
(see Figure 5.1 for an example). That is, k-means will tend to place more landmarks in
very congested areas, and fewer in less congested areas.

Once one obtains the k landmarks {l1, . . . , lk}, one needs a method for determining
whether or not a trajectory came near each landmark, i.e. computing f(t, li). One obvi-
ous way to do this is to calculate whether the minimum distance of li and a point in the
parametric curve for trajectory t is less than a threshold value. However, since some land-
marks are over less congested areas, they may be more spread out (have a larger variance)
and would rarely, if ever, be ”on” in spatial profiles using this method; notwithstanding, it
would be beneficial to track whether trajectories do come near these less congested land-
marks. One way of having a variance dependent definition of near in spatial profiles is to
compute the mean pdf value for the trajectory with a Gaussian located at each landmark
with corresponding sample covariance matrices. That is, for the ith landmark, we compute
mi = E[φ(X; li,Σi)] where φ(x; li,Σi) is the normal pdf with mean li and covariance ma-
trix Σi given by the sample covariance matrix of the points assigned to li in k-means, and
X is given by c(s) where c(·) is the parametric curve for the trajectory and s ∼ Unif[0, 1]
.Then, if mi is larger than some threshold τ the corresponding indicator variable is turned
on; i.e. f(t, li) = I{mi > τ} . Two example spatial profiles can be seen in Figure 5.2.
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Figure 5.1: 100 landmarks used to build a trajectory’s spatial profile are shown in red. The
sample covariance for each center is show in black.
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Figure 5.2: Two example spatial profiles, where the indicators are red if they are on, gray
when off.

5.2.4 Algorithms

Please see below for a high level description of the algorithms to find the spatial graphi-
cal models for a datasets D of trajectories, and L = {l1, . . . , lk} of landmarks using the
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methodologies described above. Note, that if one does not have landmarks L ahead of
time, one may make them as in Section 5.2.3.

`1-Regularized Logistic Neighborhood Selection

1. Create the spatial profiles X = {x(1), . . . , x(N)} where x(i) is the spatial profile
corresponding to trajectory t(i) as described in Section 5.2.3.

2. For all i ≤ k

Preform `1 regularized logistic regression on dimension i, xi, of the spatial pro-
files with covariates x1, . . . , xi−1, xi+1, . . . , xk as in (5.3).

Calculate the N̂n(i) as in (5.4) for dimension i.

Iff j ∈ N̂n(i) then add edge (i, j) to the graphical model G.

3. Return graphical model G.

Forest Graphical Models

1. Create the spatial profiles X = {x(1), . . . , x(N)} where x(i) is the spatial profile
corresponding to trajectory t(i) as described in Section 5.2.3.

2. For all i ≤ k and j ≤ k calculate p̂(xi) and p̂(xi, xj) for xi, xj ∈ {0, 1}, the sample
marginal and joint respectively frequencies for dimensions i and j of the spatial
profiles.

3. For all i ≤ k and j ≤ k calculate Î(Xi;Xj) (5.6) using p̂(xi) and p̂(xi, xj) found in
step 2.

4. Build a graph with nodes {1, . . . , k} where an edge between nodes i and j given by
the value Î(Xi;Xj) found in 3.

5. Find the maximal weight spanning tree, G to the graph found in step 4; return this
tree as the graphical model.
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5.3 Results

5.3.1 AIS Dataset

First, consider the AIS dataset containing over 2100 trajectories across the English Chan-
nel (see Section 2.2). The trajectories (gray) and the landmarks for the dataset are plotted
in Figure 5.3(a). For this experiment 150 landmark positions were chosen with k-means,
as described in Section 5.2.3.

There are several interesting takeaways from the resulting graphical models in Fig-
ures 5.3(b) and 5.3(c). First, in both graphs, as one would expect, landmarks that are not
near each other (and more than a couple of hops away on a KNN graph) are indepen-
dent given the rest of the landmarks. This is expected because as an agent is traversing
through a trajectory he will visit a landmark’s neighbor before reaching the landmark itself,
hence neighbors will be highly informative. Secondly, it is worth comparing the graphical
models to the co-occurrence graph of the landmarks (Figure 5.3(d)), where edges among
landmarks are weighted by the number of spatial profiles where both landmarks are vis-
ited. The co-occurrence graph provides a good picture into why some of the edges in the
graphical models are selected. In particular, the two very dense lanes in the middle have
strong edge weights (even among non-neighbors). This fact is reflected in the two graph-
ical models, which connect the two lanes, but only through nearby neighbors due to the
redundancy in the co-occurrence graph. The co-occurrence graph is fairly dense, much
more so than the graphical models; hence, one may loosely interpret the graphical model
selection methods as ways to prune redundancies in the graph. Note however, that a lack
of co-occurrence does not imply independence, thus this interpretation should not be taken
literally. Lastly, it is also interesting to see that the forest graphical model is very similar
to the `1-regularized graphical model, except that some edges are removed to preserve the
tree structure.

For comparison purposes, experiments were also ran where the landmarks were cho-
sen by overlaying a uniform grid over the space containing the trajectories (Figure 5.4(a)).
Since in order to build spatial profiles we must have covariance matrices for Gaussians at
each landmark position, we choose only the landmarks with more than one point corre-
sponding to them (Figure 5.4(b)). The results using the `1-penalized logistic regression
and Chow-Liu algorithm are shown in Figures 5.4(c) and 5.4(d) respectively.

Most of the points mentioned previously for the experiments with the landmarks cho-
sen by kmeans remain true. Landmarks that are not near each other are independent given
neighbors and both graphical models are similar–with CL yielding a sparser graph. How-
ever, when comparing the results of Figures 5.3(b) and 5.3(c) with Figures 5.4(c) and
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(a) Landmarks

(b) `1 penalized logistic regression (c) Chow-Liu

(d) Co-occurrence Graph

Figure 5.3: Results with k-means selected landmarks in AIS dataset.
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(b) Landmarks

(c) `1 penalized logistic regression (d) Chow-Liu

Figure 5.4: Results with grid overlayed landmarks in AIS dataset.
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5.4(d) it is clear that using k-means for the selection of landmarks produces more visually
informative graphs (since, for example, it is not clear that there are two major lanes with
the grid graphs).

5.3.2 Hurricane Dataset

Also, we consider a dataset from the National Hurricane Center containing every Atlantic
Ocean tropical storm and hurricane track from 1949-2011, containing a total of 699 tra-
jectories (see Section 2.1). The trajectories (gray) and the landmarks for the dataset are
plotted in Figure 5.5(a). For this experiment 100 landmark positions were chosen with
k-means, as described in Section 5.2.3.

The landmarks shown in Figure 5.5(a) are used to find the spatial graphical models of
the hurricane tracks. The corresponding graphical models found by `1-regularized logistic
neighborhood selection and forest distribution estimation can be seen in Figure 5.5(b) and
Figure 5.5(c) respectively. There are several points of interest from the resulting graphs.
Again, as one would expect, landmarks that are not near each other (and more than a
couple of hops away on a KNN graph) are independent given the rest of the landmarks.
Moreover, it is interesting to note that as with the AIS dataset there are several landmarks
near each other that are also independent given the rest in the `1-regularized graph (this
is also true for the forest graph but it is vacuous since any tree structure need have this).
Again the co-occurrence graph (Figure 5.5(d)) serves to give some insight into why some
of the edges in the graphs resulted as they did. Lastly, it is again the case that the forest
graphical model is very similar to the `1-regularized graphical model, except that some
edges are removed to preserve the tree structure.

The algorithms were also ran using a grid of landmarks in the hurricane dataset for
comparison purposes (see Figure 5.6). The landmarks may be seen in Figure 5.6(b). As
before, all the major points noted for graphical models using the k-means chosen land-
marks remain true. Moreover, it is again the case that the k-means chosen landmarks
produce more visually informative graphs. Although, the differences in the spatial graph-
ical models for k-means and grid landmarks (Figures 5.5(b) 5.5(c) and 5.6(c) 5.6(d)) are
perhaps less pronounced than for the AIS dataset since many of the k-means landmarks
were uniformly spread throughout the space for this dataset.
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Figure 5.5: Results with k-means selected landmarks in hurricane dataset.
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Figure 5.6: Results with grid overlayed landmarks in hurricane dataset.
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5.4 Theory

5.4.1 `1-Regularized Logistic Neighborhood Selection

Given that r.v. X ∈ {0, 1}p is distributed by an Ising model as in (5.1), [Wainwright et al.,
2007] prove an asymptotic consistency result on the estimation of the neighborhood of a
node s in the graphical model of the distribution; below the assumptions used to prove the
result are summarized. [Wainwright et al., 2007] allows for the graph Gn = 〈Vn, En〉 to
vary with the sample size, n, such that the number of variables p = |Vn| and the sizes of the
neighborhoods ds = |N (s)|may vary with n. Three assumptions are made in [Wainwright
et al., 2007] in order to prove asymptotic consistency. The first two are assumptions on the
Fisher information matrix for each node s ∈ V :

Q∗s = E
[
ps(Z; θ∗)(1− ps(Z; θ∗))ZZT] . (5.7)

First, assume that the subset of the Fisher information matrix corresponding to the relevant
covariates has bounded eigenvalues; i.e. there exist constants 0 < Cmin ≤ Cmax <
+∞ such that Cmin ≤ Λmin(Q∗SS), and Λmax(Q

∗
SS) ≤ Cmax. Second, assume that the

large number of irrelevant covariates cannot exert an overly strong effect on the subset
of relevant covariates: that there exists ε ∈ (0, 1] such that ‖Q∗ScS(Q∗SS)−1‖∞ ≤ 1 − ε.
Lastly, assume that the growth rates of the number of observations n, the graph size p, and
the maximum node degree d are such that: n

d5
− 6d log(d) − 2 log(p) → +∞. Then, the

following result holds: if λn is chosen so that nλ2n − 2 log(p)→ +∞, and dλn → 0 then,
P[N̂n(s) = N (s), ∀s ∈ Vn]→ 1 as n→ +∞ where N̂n(s) is defined as in (5.4).

5.4.2 Forest Graphical Models

The calculations below follow those in the class notes for undirected graphs [Lafferty et al.,
2011]. If a distribution p follows a graphical model G = 〈VF , EF 〉 where VF = {1, . . . , d}
and EF ⊂ {1, . . . , d}2 with |EF | < d such that G has a forest structure then p can be
written as:

p(x) =
∏

(i,j)∈EF

p(xi, xj)

p(xi)p(xj)

∏
k∈VF

p(xk). (5.8)
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Hence,

E[− log p(X)] = −
∑
x

p(x)

 ∑
(i,j)∈EF

log
p(xi, xj)

p(xi)p(xj)
+
∑
k∈VF

log p(xk)

 (5.9)

= −
∑

(i,j)∈EF

∑
xi,xj

p(xi, xj) log
p(xi, xj)

p(xi)p(xj)

−∑
k∈VF

(∑
xk

p(xk) log p(xk)

)
= −

∑
(i,j)∈EF

I(Xi;Xj) +
∑
k∈VF

H(Xk)

where

I(Xi;Xj) =
∑
xi,xj

p(xi, xj) log
p(xi, xj)

p(xi)p(xj)
(5.10)

and
H(Xk) = −

∑
xk

p(xk) log p(xk). (5.11)

Hence, the optimal forest F ∗ can be found by minimizing the r.h.s. of (5.9). As Chow-Liu
proposes since, H(X) =

∑
kH(Xk) is constant for all forests, one need only find the

maximal weight spanning tree for a graph where the weight w(i, j) of the edge connecting
nodes i and j is given by I(Xi;Xj). Since the true distribution is unknown, I(Xi;Xj) can
be estimated by

Î(Xi;Xj) =
∑

xi,xj∈{0,1}

p̂(xi, xj) log

(
p̂(xi, xj)

p̂(xi)p̂(xj)

)

where p̂(xi, xj) and p̂(xi) are the MLE estimates (the sample frequencies). Using Hoeffd-
ing’s inequality:

P(|p̂(xi = 1)− p(xi = 1)| > ε) ≤ 2 exp(−2nε2). (5.12)

A similar result holds for the estimates of two covariates. Using the fact that there are a
finite number of nodes, and forests [Chow and Wagner, 1973] shows that if the true distri-
bution pT has a forest structure graphical model T , then the estimator above is consistent;
that is:

max
T

{
max
x
|p̂T (x)− pT (x)|

}
→ 0 as n→ +∞ (5.13)

with probability 1, where p̂T (x) is estimated using the Chow-Liu algorithm.
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5.5 Conclusion

In conclusion, this chapter presents the application of sparse methods for modeling tra-
jectories spatially. In particular, `1-regularized logistic regression neighborhood selec-
tion, and Chow-Liu (forest graphical model estimation) algorithms were used on a dataset
containing AIS-tracked shipping vessels in the English Channel and another containing
hurricane tracks in the Atlantic Ocean from 1949-2011.

In order to represent trajectories spatially, a set of landmarks was spread across the
space containing the trajectories (in a particular dataset), then trajectories were represented
by a set of indicator variables (the spatial profile), one for each landmark, where an indica-
tor variable is on iff the trajectory came near the corresponding landmark. The graphical
model for the spatial profiles was then found using the aforementioned algorithms. It is
worth noting that although the methods were used on datasets of tracked trajectory points,
certain datasets may naturally come in a spatial profile format from the start (i.e. as indica-
tor variables of locations). For example, RFID data of agents’ movement through company
buildings would be naturally represented as indicators of locations where an agent’s tag
was detected.

Using the spatial graphical models, one is able to determine what other landmarks must
be monitored in order to predict whether an agent came near a particular landmark. More-
over, the spatial graphical modeling methods both produced visually informative graphical
models, providing a structure underlying the movements of agents in space. The resulting
graphs followed the intuition that a pair of distant landmarks should be independent given
the other landmarks. Furthermore, it was observed that the forest graphical models was
very similar to the `1 based graphs, but with nodes removed. It was also seen that the
co-occurrence graphs heavily influenced the spatial graphical models. In fact, the methods
may be interpreted as providing a principled way of choosing edges in the co-occurrence
graph in order to find which other landmarks are necessarily tracked to predict whether
an agent visits a landmark. However since independence between two landmarks is not
implied by a lack of co-occurrence, this interpretation should not be taken literally. Both
of the methods to build spatial graphical models have underlying assumptions about the
distribution of spatial profiles for the trajectories (that it is an Ising model, or that it has a
forest structure). Hence, the resulting graphs may not be useful if these assumptions are
extremely incorrect. Future work will focus on using the graphical models to find unlikely
spatial profiles (anomalies). Also, future work should attempt to account for temporal
aspects of movements, since spatial profiles contain no temporal data.
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Chapter 6

Conclusion

In conclusion, this thesis has developed methods that provide a deep analysis of datasets
containing trajectories using statistics and machine learning. Not only do trajectories occur
in many different domains, but the recent boom in the availability and use of geolocation
technologies has created a great need to understand datasets of trajectories. One important
analytical task is identifying anomalous trajectories in a dataset. Being able to do so allows
one to uncover novel, and possibly dangerous behavior among agents. Another important
task is that of modeling trajectories. In this thesis we explored two methods to model
trajectories: density estimation, and spatial graphical models. In density estimation, one
assigns a likelihood to each trajectory. This allows for several uses including prediction,
and anomaly detection as well. In spatial graphical models, we look to uncover conditional
independencies on the visits by agents to several landmarks (or hotspots) on the map.
This will enable one to know exactly what other locations are necessary to monitor in
order to predict whether an agent comes near a particular landmark. Overall, the methods
presented were found empirically to provide a deep understanding of trajectory datasets
by successfully preforming anomaly detection, density estimation, and spatial graphical
modeling.

This thesis develops a technique for detecting anomalous trajectories in a dataset in
an unsupervised fashion using support vector machines (SVMs) and various spatial rep-
resentations of trajectories in Chapter 3. In particular, this chapter explored using several
spatially informative representations of trajectories in order to automatically compare tra-
jectories with the use of the Gaussian kernel and one-class SVMs. Four representations
of trajectories based on convolving a Gaussian through a path of indicator variables in a
quantized multidimensional space according to how a trajectory travels were considered:
first, the discrete spatial distribution representation (DSDR) normalizes the quantized map
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of convolved indicator variables in 2D space to produce a distribution; second, the discrete
spatial expectation representation (DSER) scales the DSDR by the number of points in
a trajectory to create an expectation at each quantized location when drawing from the
DSDR multiple times according to the number of points; third, the discrete angle expec-
tation representation (DAER) considers convolved indicators across 3D space where the
first two dimensions are 2D space and the third dimension is orientation–then as before,
the map is normalized and scaled by the number of points in a trajectory; fourth, the dis-
crete speed expectation representation (DSpER) is just as the DAER, except that the third
dimension in this representation corresponds to speed.

The thesis also details a method for density estimation in Chapter 4. That is, the method
assigns a likelihood value to each trajectory in a dataset. Since trajectories have several
innate qualities that make them difficult to model, as previously described, the method
uses a Markovian assumption on the independence of the next position of a trajectory
given its previous positions in order to effectively model trajectories. In particular, the
method assumes that the next position of an agent’s trajectory is independent of all other
previous positions when given the last two positions. This will allow for the likelihood
of a trajectory to be written as a product of conditional and marginal densities of points,
which can be estimated using kernel density estimation.

Lastly, in Chapter 5 methods for building spatial graphical models given sparsity as-
sumptions are explored. Namely, the chapter explores using `1-regularized logistic neigh-
borhood selection [Wainwright et al., 2007] and forest graphical models [Chow and Liu,
1968] to get the graphical model of landmarks spread over the area enclosing the trajecto-
ries. That is, each trajectory is represented by its spatial profile, a set of indicator variables,
one for each landmark, which indicate whether the trajectory came near the correspond-
ing landmark; then, the methods determine the conditional independence structure of the
indicator variables.

In order to effectively test the methods developed, experiments were ran using two
real world datasets. Both datasets are detailed in Chapter 2. One dataset consists of AIS-
tracked shipping vessels in the English Channel over the course of five days. It contains
a total of over 2100 trajectories. The other dataset contains every Atlantic Ocean tropical
storm and hurricane track from 1949 to 2011 with a total of 699 trajectories. The datasets
have a good range of different trajectories to test the proposed methods on since they
provide both man-made and natural movements, as well as local (in the case of the English
Channel) to global (in the case of the Atlantic Ocean) trajectories.

Both methods capable of anomaly detection (the SVM and Markovian methods) pro-
duced good results in both dataset. They both proved adept at capturing paths that are
traveling unusual locations, or are going against the grain of the majority of paths, or are
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going at bizarre velocities. Overall, it appears that both methods can be expected to pro-
duce useful spatial anomalies in most datasets where the number of total trajectories is at
least one order of magnitude larger than the mean number of points, since this will provide
enough data to drive the methods. Also, although there was some overlap in the results
among the Markovian method and the several representations in the SVM method, some
trajectories were tagged as anomalous in only one or a couple of the results. In order to
deal with the discrepancies in the results one may do one of the following: if one wishes
to have very few false positives then one should only consider the trajectories that are de-
tected as anomalous in several of the results; if, however, one wishes to have few false
negatives, then one should preform a union of all results from a dataset. Future work will
focus on methods for assessing the individual performance of each method as well as how
to best aggregate results.

It is worth noting that there are a few drawbacks to the approaches presented for
anomaly detection. Although the results were good, the SVM method may not scale if
a dataset contains a very large collection of trajectories. Moreover, it may take some
tinkering to get bandwidths in the SVM kernels to produce useful results. The Marko-
vian method may fail to produce useful anomalies if the Markovian assumption is grossly
wrong. This may happen if there are factors outside of previous positions that strongly de-
termine the next position, or if more prior points than assumed are necessary to predict the
next position. Thus, this method may not detect an anomaly where latent parameters (out-
side of those being considered for density estimation) drive abnormal behavior or where
a large number of points must be considered as a whole to detect odd behavior. Further-
more, it is not immediately obvious exactly ”why” a particular trajectory was chosen as
an anomaly, as would be the case if one had a decision tree type approach, for example.
In other words, one does not immediately know if a trajectory is anomalous because of its
speed, or because of where it traveled, etc. using the methods presented. Depending on the
application, however, it may be useful to know why a trajectory was tagged as anomalous;
for example, if one is looking for novel markets, perhaps one would want to only consider
trajectories over new spaces (and not other odd behaviors like speed).

Finally, the spatial graphical modeling methods both produced visually informative
graphical models. In a way, they provide a principled method for pruning edges in a co-
occurrence graph, where edges among landmarks are weighted by the number of spatial
profiles where both landmarks are visited, in order to find which other landmarks are
necessarily tracked to predict whether an agent visits a landmark. However, a lack of co-
occurrence does not imply independence between two landmarks, thus this interpretation
should not be taken literally. Of course, both methods are based on underlying assumptions
about the distribution of spatial profiles of the trajectories (that it is an Ising model, or that
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it has a forest structure). Thus the results may not be useful if these assumptions are
extremely off. Future work will focus on adding temporal properties of trajectories for
consideration, and exploring the possible use of these methods for anomaly detection.
Overall, the spatial graphical models were telling of a structure underlying movements of
agents in the trajectory datasets.
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